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Introduction

I lost my job last year and got really angry.

xReact:

sad

xWant: 

to get a new job

Postcondition of user

I am sorry to hear that. I wish I can give you a new job.

User

System

COMET

Fig 1: Gegerate response from user’s perspective

I lost my job last year and got really angry.

xReact:

sad

xWant: 

to complaint

xIntent:

to know what happened

xReact:

sad

Precondition of  responder Reasoning

Postcondition of user

I am sorry to hear that. Did it happen out of the blue?

User

Responder

COMET

Fig 2: Response from the actual responder’s perspective, 
based on reasoning reaction and intent to mimic humans.

• Empathy is a desirable capacity of humans to place themselves
in another’s position to show understanding of his/her
experience and feelings and respond appropriately.

• Exploring the causality within the user's context and reasoning
his/her desires can be helpful so that the system's intention is
aligned with the user's desires, and the response is generated
from the user's perspective (Figure 1).

• In real human communication, the responder‘s intention is not
always confined to the user’s desires, as shown in Figure 2.
Therefore, it is necessary to incorporate both the user‘s
perspective and the system’s perspective for empathetic
response.

• We propose a commonsense-based causality explanation
approach for diverse empathetic response generation that
considers both the user‘s perspective (user’s desires and
reactions) and the system‘s perspective (system’s intentions
and reactions).

• We integrate the commonsense-based causality explanation
with both ChatGPT and a T5-based model.
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Fig 4: Integrating the causality reasoning module into a T5-based encoder-decoder for empathetic 
response generation.

Proposal: Causality Reasoning based on ChatGPT

Fig 3: Proposed causality reasoning module and enhanced ChatGPT-based empathetic response generation.

• Number of few-shots

• Results on ChatGPT-based Response Generation

• Results on T5-based Response Generation

• Dataset
EmpatheticDialogue corpus: 25k empathetic conversations.

Experiments

EMOACC = Emotion｜IP = Interpretation
EX= Exploration｜ER= Emotion reaction
We set 𝑘 = 2 for the experiments.

Results of automatic evaluations for single-turn.

Results of automatic evaluations for multi-turn.

Ø Compared with ChatGPT, ChatGPT with causality explanation can generate response with appropriate 
emotion and contents.

Results of human A/B test evaluations. 
Emp., Coh., Inf. refer to Empathy, Coherence, and Informativeness

Ø Our proposed method surpasses baselines in most of the metrics in automatic evaluation and human 
A/B test.

• Sample of In-context Reasoning

• case studies between T5-based and ChatGPT-based 
models with corresponding baselines

• Automatically Comparison between ChatGPT and T5

User causality referring

In-context reasoning process

Reasoned results

❖ A commonsense-based causality explanation approach that reasons not only the user's desires/reaction but also the system's proper intention/reaction.
❖ Integration of T5 with ChatGPT's reasoning capability realizes more empathetic responses that result in better evaluations.
❖ Ours are more accurate and empathetic than the responses by ChatGPT while not so diverse.

Conclusions


