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This work proposes an approach for emotion recognition in conversation that
leverages context modeling, knowledge enrichment, and multimodal (text and
audio) learning based on a graph convolutional network (GCN). We first construct
two distinctive graphs for modeling the contextual interaction and knowledge
dynamic. We then introduce an affective lexicon into knowledge graph building to
enrich the emotional polarity of each concept, that is the related knowledge of each
token in an utterance. Then, we achieve a balance between the context and the
affect-enriched knowledge by incorporating them into the new adjacency matrix
construction of the GCN architecture, and teach them jointly with multiple
modalities to effectively structure the semantics-sensitive and knowledge-sensitive
contextual dependence of each conversation. Our model outperforms the state-of-
the-art benchmarks by over 22.6% and 11% relative error reduction in terms of
weighted-F1 on the IEMOCAP and MELD databases, respectively, demonstrating the
superiority of our method in emotion recognition.

Emotion recognition in conversations (ERC) has
attracted increasing attention because it is a
necessary step for a number of applications,

including social media threads (such as YouTube,
Facebook, Twitter), human–computer interaction, and
so on. Different from nonconversation cases, “con-
text” is a vital component of ERC, which represents
the previous dialog content of a target utterance. The
intention and emotion of a target utterance are mostly
affected by the surrounding context, as we can see
from conversations in Figure 1. Therefore, it is impor-
tant but challenging to effectively model the contex-
tual dependence within conversations.

Recent studies mainly utilize recurrent neural net-
works or graph convolutional neural networks, such as
the bc-LSTM,1 DialogueRNN,2 and DialogueGCN,3 to
propagate contextual information. However, they only
process the semantic information of the dialog. For
implicit emotional utterances that do not contain clear
emotional terms, and the words of which are relatively
objective and neutral, such as utteranceP2U2 in Figure 1,
it is difficult to correctly distinguish the emotions when
only considering the contextual semantics. Knowledge
bases provide a rich source of background concepts,
which can enhance understanding of a conversation.
Both context modeling and commonsense knowledge
are essential for a machine to analyze emotion in
conversations.

Figure 1 shows two cases demonstrating the indis-
pensability and superiority of knowledge and context
modeling in ERC task, separately. We can see from
conversation 1 that by incorporating an external
knowledge base, the context of the term ”National

1070-986X � 2022 IEEE
Digital Object Identifier 10.1109/MMUL.2022.3173430
Date of publication 10 May 2022; date of current version 23
September 2022.

July-September 2022 Published by the IEEE Computer Society IEEE MultiMedia 91Authorized licensed use limited to: Kyoto University. Downloaded on December 25,2023 at 09:05:35 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-8379-5993
https://orcid.org/0000-0001-8379-5993
https://orcid.org/0000-0001-8379-5993
https://orcid.org/0000-0001-8379-5993
https://orcid.org/0000-0001-8379-5993
https://orcid.org/0000-0002-9260-0403
https://orcid.org/0000-0002-9260-0403
https://orcid.org/0000-0002-9260-0403
https://orcid.org/0000-0002-9260-0403
https://orcid.org/0000-0002-9260-0403
https://orcid.org/0000-0002-8094-6861
https://orcid.org/0000-0002-8094-6861
https://orcid.org/0000-0002-8094-6861
https://orcid.org/0000-0002-8094-6861
https://orcid.org/0000-0002-8094-6861
https://orcid.org/0000-0002-5526-0980
https://orcid.org/0000-0002-5526-0980
https://orcid.org/0000-0002-5526-0980
https://orcid.org/0000-0002-5526-0980
https://orcid.org/0000-0002-5526-0980
https://orcid.org/0000-0001-9691-8470
https://orcid.org/0000-0001-9691-8470
https://orcid.org/0000-0001-9691-8470
https://orcid.org/0000-0001-9691-8470
https://orcid.org/0000-0001-9691-8470
https://orcid.org/0000-0002-9237-4821
https://orcid.org/0000-0002-9237-4821
https://orcid.org/0000-0002-9237-4821
https://orcid.org/0000-0002-9237-4821
https://orcid.org/0000-0002-9237-4821


Guard” in utterance P2U2 is enriched by associated
concepts such as “Military” and “Control angry mob.”
Thus, we can infer that the implicit emotion in utter-
ance P2U2 should be “sad” via its enriched meaning.

In conversation 2, utterance P4U2 conveys the
emotion of sarcasm. It is challenging to detect the
emotion of such an utterance as the semantic mean-
ing itself as well as the external knowledge “powerful,
puissant” of “mighty” are positive, but we can infer the
true emotion should be negative based on the context
reasoning. Therefore, the exploration of the balance
between context modeling and commonsense knowl-
edge is of great importance to the task of ERC. How-
ever, to our best knowledge, it has not been well
explored in the literature.

To further tackle the above problems, we propose a
new conversational semantic- and knowledge-guided
graph convolutional network (ConSK-GCN) with both
text and audio modalities to effectively structure the
context- and knowledge-sensitive dependence in each
conversation. The contributions of this article can be
summarized as follows:

› We propose a ConSK-GCN to leverage common-
sense knowledge, affective lexicon, and context
modeling by incorporating them into the new
adjacency matrix construction of a new GCN
architecture. And the enriched relational edges
in the graph structure help in capturing the true
emotion and intention of the interlocutors in
the dialog.

› We validate our model on two benchmark data-
bases, IEMOCAP and MELD, using text and audio
modalities. The extensive experimental results
demonstrate the effectiveness of our model in

comparison with state-of-the-art methods for the
IEMOCAP andMELDdatabases, respectively.

› We demonstrate the efficiency and superiority of
our method for emotion recognition in cases
with both sufficient and insufficient context
through learning with the IEMOCAP and MELD
databases.

This study significantly expands upon5 by adding a
second dataset MELD, which includes small group
interactions by more than two interlocutors and dem-
onstrates that the techniques improve classification
performance for most of the variables in the MELD
dataset. Furthermore, we continue to explore the
balance between commonsense knowledge and con-
text semantics in ERC, and we show the versatility
of incorporating external knowledge by studying the
two datasets.

RELATEDWORK
Emotion RecognitionWith Multiple
Modalities
People express emotions through multiple modalities,
which include but are not limited to acoustic, textual,
facial presentation. Previous studies like1,2,6–8,10 have
demonstrated the effectiveness of multimodal learn-
ing for emotion recognition, which takes advantage of
the complementary information of various modalities
to enhance the understanding of emotions. In this arti-
cle, we utilize both text and audio modalities for emo-
tion recognition.

Emotion RecognitionWith Context
Previous research works used convolutional neural net-
work (CNN)11 and long short-term memory networks
(LSTMs)10 for nonconversational feature extraction
from diverse modality, while ignoring contexts. For the
task of ERC, RNN-based methods such as bc-LSTM1

and DialogueRNN2 propagated contextual information
to the utterances and process the constituent utteran-
ces of a dialog in sequence. DialogueGCN3 utilized a
relational graph convolutional neural network9 tomodel
the contextual dependence and achieved a new state
of the art, proving the effectiveness of GCN in context
structure. In this article, we further explore on the GCN
architecture to encode the context and knowledge
interaction of sentences.

Emotion RecognitionWith Knowledge
Base
Commonsense knowledge bases help in grounding
text to real entities, factual knowledge, and context-

FIGURE 1. Two example conversations with annotated labels

from the IEMOCAP dataset.4
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specific commonsense concepts, and have attracted
increasing attention in several research areas. For
example,12 augmented end-to-end dialog systems with
commonsense knowledge.13 made use of a knowledge
base by concatenating concept embedding and word
embedding as the input to a transformer architecture,
but ignored context modeling. In this article, we incor-
porate external knowledge into context construction.

PROPOSEDMETHOD
Definition and Notation
Context- and knowledge-aware multimodal emotion
recognition: the goal is to predict the emotion label y
of a conversation sample using the proposed ConSK-
GCN method (fð�Þ). The input to our approach are dis-
tinct modalities (audio ma , text mt), external knowledge
concepts (C ), and emotion polarities extracted from a
lexicon (valence V , arousal A), that is,

y ¼ fðma;mt ;C ;V ;AÞ: (1)

Multimodality
To better mine the information of the raw data and
capture efficient contextual traits, we train separate
networks to extract linguistic and acoustic features at
the utterance level using emotion labels, and the
details are described in the “Data Processing” section.
Then, we concatenate the embeddings of these two
modalities m ¼ ½mt ;ma�, and utilize one bidirectional
long short-term memory network (BLSTM) layer for
sequence encoding to obtain the global contextual
information, denoted as s.

Knowledge Retrieval
In this article, we utilize the ConceptNet common-
sense knowledge base14 and the NRC_VAD emotion
lexicon15 as the knowledge sources.

ConceptNet is a large-scale multilingual context-
aware graph, which is designed to represent the gen-
eral knowledge involved in understanding language.
The nodes in ConceptNet are concepts and the edges
represent relation. For example, as shown in Figure 2,
“scholarship has synonym of bursary with confidence
score of 0.741.” Therefore, we construct a knowledge
graph based on the corresponding concepts extracted
from the semantic dependence of each conversation.

The NRC_VAD lexicon includes a list of more than
20,000 English words with their valence (V ), arousal
(A), and dominance (D) scores. The real-value scores
for VAD are on a scale of 0-1 for each dimension,
respectively, corresponding to the degree from low to
high.

Knowledge-Aware Graph Construction
We build knowledge graph Gk ¼ ðVk;Ek; V;AÞ based on
a conversational knowledge-aware dependence, where
Vk is a node/concept set , and EEk � Vk � Vk is a set of
edge weights/relations that represent the relatedness
among the knowledge concepts. In addition, for each
concept in Vk, we retrieve the corresponding V and A

scores from theNRC_VAD.
Each node in the knowledge graph is embedded

into an effective semantic space, named “ConceptNet
Numberbatch,” that learns from both distributed
semantics and ConceptNet.14 The tokens that are not
included in ConceptNet are initialized by the “fast-
Text”16 method, which is a library for efficient learning
of word representations. Formally, we denote the mth
concept in the ith utterance as ci;m, and the corre-
sponding encoded embedding as ei;m .

To obtain the edge weights, we first adopt l2 norm
to compute the emotion intensity emoi;m for each ci;m,
that is,

emoi;m ¼ Mð ½V ðci;mÞ � 1=2; Aðci;mÞ=2�
�� ��

2
Þ (2)

where jj:jj2 denotes the l2 norm, M is a min–max nor-
malization function, and V ðci;mÞ 2 ð0; 1Þ, Aðci;mÞ 2
ð0; 1Þ. In (2), we scale V ðci;mÞ from �0.5 to 0.5 to
denote the emotion polarity from negative to positive,
and scale Aðci;mÞ from 0 to 0.5 to describe the inten-
sity of each emotion. For a concept not in the
NRC_VAD, we set the value of V ðci;mÞ and Aðci;mÞ to
0.5 as a neutral score. Then, the affect-enriched
knowledge embedding is represented as

ki;m ¼ emoi;mei;m: (3)

Furthermore, considering the past context window
size of p and the future context window size of f , the
edge weights in the knowledge-aware graph are
defined as

aki;j¼
Xni
m¼1

Xnj
1

abs
�
cos
�
k>i;mWk

h
kj;1; . . .;kj;nj

i��
(4)

where ni is the number of concepts in utterance i, and i

ranges from 1 to n in each conversation, nj is the num-
ber of concepts in utterance j, and j ¼ i� p; . . .; iþ f ,
andWk is a learnable parametersmatrix.

Context-Aware Graph Construction
We build a context-aware graph Gc ¼ ðVc;EcÞ based on
the conversational semantic dependence, where Vc

denotes a set of utterance nodes, and EEc � Vc � Vc is a
set of relation/edge weights that represent the context-
sensitive semantic similarity among the utterances.
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The node features in the context-aware graph are
the multimodal representation s. To obtain the edge
weights of the context-aware graph, we first compute
the cosine similarity of two utterances, and then take
the arccos to convert the cosine similarity into an
angular distance, that is,

simi;j ¼ 1� arccosð s>i sj
sik k sj
�� ��Þ=p: (5)

Then, the edge weights in the context-aware graph is
formulated as

aci;j¼softmaxðWc½simi;i�p; . . .; simi;iþf �Þ (6)

where sj denote the multimodal representation of the
ith and jth utterances in the same conversation,
respectively, andWc is a trainable parameter matrix.

ConSK-GCN Training
We build our context- and knowledge-aware graph as
Gck ¼ ðVc; EckÞ. To model both context-sensitive and
knowledge-dependence between utterances in each
conversation, we leverage the addition of knowledge
edge weights aki;j and contextual edge weights aci;j as
the new edge weights ai;j to build the adjacency
matrix Eck of ConSK-GCN, that is,

ai;j ¼ vka
c
i;j þ ð1� vkÞaki;j (7)

where vk is a model parameter balancing the impacts
of knowledge and contextual semantics on computing

the relational dependence in each conversation. Then,
we feed the global contextual multimodal representa-
tions s and edge weights ai;j into a two-layer GCN9 to
capture local contextual information that is both con-
text-aware and knowledge-sensitive

h
ð1Þ
i ¼ s

 X
r2<

X
j2Nr

i

ai;j

qi;r
Wð1Þ

r sj þ ai;iW
ð1Þ
0 si

!

h
ð2Þ
i ¼ s

 X
j2Nr

i

Wð2Þhð1Þ
j þW

ð2Þ
0 h

ð1Þ
i

!
(8)

where Nr
i denotes the neighboring indices of each

node under relation r 2 <, < contains relations both in
the canonical direction (e.g., born_in) and in the
inverse direction (e.g., born_in_inv), qi;r is a problem-
specific normalization constant, W

ð1Þ
r , W

ð1Þ
0 , Wð2Þ,

W
ð2Þ
0 are model parameters, and sð:Þ is an activation

function such as ReLU.

EXPERIMENTS
Databases
We evaluate our ConSK-GCN on two conversational
databases, namely the Interactive Emotional Dyadic
Motion Capture (IEMOCAP) dataset4 and the Multi-
modal EmotionLines Dataset (MELD).17 In our work,
we focus on multimodal emotion recognition with text
and audio modalities.

The IEMOCAP database contains videos of ten
unique speakers acting in two different scenarios:

FIGURE 2. Overall architecture of our proposed ConSK-GCN approach for multimodal emotion recognition.
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scripted and improvised dialog with dyadic interac-
tions. We use 5531 utterances in 151 dialogs with four
emotion categories: 29.6% happiness, 30.9% neutral,
19.9% anger, and 19.6% sadness. In this article, we use
the first eight speakers from sessions 1–4 as the train-
ing set and use session five as the test set to perform
speaker-independent emotion recognition.

The MELD is developed by crawling the dialog from
each episode in the popular sitcom Friends, where
each dialog contains utterances from multiple speak-
ers. There are around 13,708 utterances from 1433 dia-
logs with seven emotion categories: 46.95% neutral,
16.84% joy, 11.72% anger, 11.93% surprise, 7.31% sad-
ness, 2.63% disgust, and 2.61% fear.

The average conversation length and average
utterance length are 49.2 and 15.8, respectively, in the
IEMOCAP database with two participants, and 9.6 and
8.0 in the MELD with many conversations having more
than 5 participants,17 which means the majority of par-
ticipants utter only a small number of utterances per
conversation. Therefore, compared with IEMOCAP,
the utterances in the MELD are shorter, and their con-
text-dependence is weaker. We would like to explore
the efficiency of our method in both cases with suffi-
cient and insufficient context.

Data Processing
Textual Features
We employ different approaches to extract utterance-
level linguistic features from IEMOCAP and MELD data-
sets based on the particular traits of these two datasets.

IEMOCAP: To compare with the state-of-the-art
approaches, we employ a convolutional neural net-
work (CNN)11 to extract the textual embeddings of the
transcripts. We use the publicly available word2vec to
initialize the word vectors. And the number of convo-
lutional filters is set to 3, 4, and 5 with 100 feature
maps in each. These are then concatenated and fed
into two fully-connected layers with 500 and 100 hid-
den nodes, followed by a ReLU activation function.

MELD: Considering the weaker context-depen-
dence in the MELD, we apply BERT-Base, which has a
multilayer bidirectional transformer encoder model
architecture, to initialize the textual representations
of the MELD. We take the representations of both
training and test samples from the penultimate dense
layer as the context independent utterance level fea-
ture vectors by fine-tuning on a trained BERT-Base.

Acoustic Features
In this article, we follow the audio preprocessing
method introduced by Guo et al.18 We apply a 265 ms

window size with a 25 ms slide window to cut an utter-
ance into several segments. Each speech segment is
transformed to a spectrogram using a short time Four-
ier Transform (STFT), then each input spectrogram has
the following time � frequency: 32 � 129.

For the MELD, we set the time of each segment to
2 s and the slide window to 1 s, then the size of each
spectrogram is 1874 � 129. We determined that a
larger window size has a better performance, which
we attribute to the fact that there is a lot of noise in
sitcom dialog, and if utterances are cut using a small
window size, many fragments will just be noise.

A CNN is utilized to extract deep acoustic features
from the segment-level spectrograms. Then, the seg-
ment-level features are propagated into a BLSTM with
200 dimensions to extract sequential information
within each utterance. Finally, the features are fed
into a single fully-connected layer with 512 dimensions
at the utterance level for emotion classification.

Experimental Settings
For the IEMOCAP dataset, we use a batch size of 32 and
train it for 100 epochs, whereas for the MELD, we
change the number of epochs to 20. In the IEMOCAP
dataset, the window sizes of the past and future con-
texts are all set to 10 because we have verified that win-
dow sizes of 8–12 show better performance. The
learning rate is 0.00005 for multimodality and 0.0001 for
unimodality training. In the MELD, the window sizes of
the past and future contexts are all set to 6. The learning
rate is set to 0.0001 for both unimodality and multimo-
dality training andvk is set to 0.6 for theMELDdatabase
to balance the effect of context and knowledge. In our
conference version,5 wk is set to 0.5 for the IEMOCAP
database, which means equal balance. In this article, to
determine an optimal balance, we further make a
detailed analysis about the effect of wk in the section
“Effect of the BalancingWeight.” Based on the compara-
tive results in Figure 4, we choosewk to 0.3 in this article.

Method Comparison
For comprehensive evaluation, we compare ourmethod
with state-of-the-art (SOTA) approaches as well as abla-
tion studies.

CNN11: A widely used architecture for both text
and audio feature extraction with effective perfor-
mance. We employ it to extract utterance-level textual
and acoustic features; it does not contain contextual
information.

BERT-Base19: A bidirectional encoder with 12-layer
transformer blocks, which obtains advanced results
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for sentence-level sentiment analysis. This approach
does not aim to deal with context.

LSTMs10: A framework for unimodality and multi-
modality emotion recognition based on audio and
text, without exploring context information.

bc-LSTM1: A bidirectioinal LSTM network takes the
sequence of utterances in a video as input and extracts
contextual unimodal andmultimodal features bymodel-
ing the dependencies among the input utterances.

DialogueRNN2: Three GRUs to model the dynamics
of the speaker states, the context from the preceding
utterances and the emotion of the preceding utteran-
ces. This method achieved SOTA results in multimodal
emotion recognition in conversations.

DialogueGCN3: Leverages self and interspeaker
dependence of the interlocutors to model the conver-
sational context for textual emotion recognition. This
method only considers context modeling.

ConS-GCN: Considers the semantics-sensitive depen-
dence between utterances in the adjacency matrix con-
struction of the GCN based on the context-aware graph
withwk set to 1 in (7).

ConK-GCN: Considers the knowledge-sensitive
dependence between utterances in the adjacency
matrix construction of the GCN based on the knowl-
edge-aware graph with wk set to 0 in (7).

ConSK-GCN: Considers both semantics- and
knowledge-sensitive contextual dependence between
utterances in the adjacency matrix construction of
the GCN with wk set to 0.3 for the IEMOCAP database
and 0.6 for the MELD in (7).

Experimental Results on the IEMOCAP
Database
ComparisonWith SOTAMethods
Table 1 shows the performance of comparative experi-
ments with SOTA methods. From this table, we
observe that methods that consider the context are
much more effective than methods without context,

demonstrating the significance of context modeling.
Encouragingly, the comparison shows that our pro-
posed “ConSK-GCN” performs better than all of the
baseline approaches, with a relative error reduction of
over 22.6% in terms of both weighted-accuracy and
weighted-F1. The results indicate the effectiveness of
our model that incorporates external knowledge and
contextual semantics for emotion detection in
conversations.

Ablation Studies
In order to further demonstrate the contribution of
knowledge and contextual semantics to emotion recog-
nition, we design ablation studies as shown in Table 2.

We first discuss the efficiency of the proposed
“ConSK-GCN” with single text modality. Compared to
“ConS-GCN” and “ConK-GCN,” “ConSK-GCN” has an
improvement of at least “1.7%,” “4.3%,” and “0.4%” rela-
tive error reduction in terms of the weighted-F1 for
detecting neutrality, anger, and happiness. Specifically,
the improvement in happiness detection is not

FIGURE 4. Effect of the balancing weight (vk) for emotion rec-

ognition with various modalities in the IEMOCAP and MELD

databases.

FIGURE 3. Visualization of several representative examples in the IEMOCAP dataset corpus. Blue denotes the typical token in

each utterance.
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significant. According to the emotion theory introduced
by Osgood,20 the Valence-Arousal space depicts the
affective meanings of linguistic concepts. We believe
that happiness is an emotion with explicit linguistic fea-
tures with positive valence and positive arousal, which
is also contagious to the context, therefore, the effi-
ciency of external knowledge and context modeling is
similar. By contrast, sadness is relatively implicit in lin-
guistic characteristics with negative valence and nega-
tive arousal. Therefore, we can see that the
improvement for sadness is more significant (“ConSK-
GCN” has an increase of 14.6% relative error reduction
in terms of weighted-F1 compared with “ConK-GCN”
which is 18.7% compared to “ConS-GCN”). These illus-
trate the effectiveness of incorporating knowledge with
semantics for contextual feature extraction in conversa-
tion, particularly for implicit emotional utterances.

Compared with single text modal, the detection
performance in neutrality, anger, and happiness
improved by 20.6%, 25.2%, and 21.3% relative error
reduction in terms of weighted-F1, respectively, using
the proposed “ConSK-GCN” with both text and audio
modalities, which demonstrates the importance of
integrating complementary acoustic and linguistic
features into emotion recognition. However, there is

an exception in sadness detection that we assume
because, similar to text features, the acoustic charac-
teristics of sadness are also implicit, which decrease
the overall performance.

Experimental Results on the MELD
Table 3 further quantifies the efficiency of our model
on the MELD. For the text modality, “DialogueGCN”
performs best among all of the baselines with a
58.10% weighted-F1. And our proposed “ConSK-GCN”
shows the best performance with a 13.7% relative error
reduction compared to “DialogueGCN.” For the text
and audio modalities, the improvement over the SOTA
“DialogueRNN” is an 11% relative error reduction, both
of which results highlight the importance of integrat-
ing semantic-sensitive and knowledge-sensitive con-
textual information into emotion recognition.

Furthermore, compared to the IEMOCAP data-
set, the context-dependence is weaker in the MELD,
as discussed in the “Databases” section. For text
modality, compared with the ablation studies, the
proposed “ConSK-GCN” has an improvement of over
4.9%, 5.1%, 5.7%, 4.5%, and 1.8% relative error reduc-
tion in terms of the weighted-F1 for neutrality, anger,
joy, surprise, and sadness detection, respectively,

TABLE 2. Ablation studies of the proposed method.

TABLE 1. Comparative experiments with SOTA methods. acc.= accuracy; average (w)= weighted average.

Bold font denotes the best performances.
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the improvement of which is more significant than
for the IEMOCAP dataset. This illustrates the superi-
ority and potentiality of our model to emotion
detection with insufficient context. In addition, the
data ratio of “Disgust” only accounts for 2.63% in
the MELD, while the percent of “Fear” is around
2.61%. It is difficult to accurately distinguish genuine
emotions for such a small amount of data, which,
depending on specific emotional characteristics, is
left as future work.

However, the effectiveness of multimodal fusion
for the MELD is more limited than for the IEMOCAP
database. We think this is because many conversa-
tions on the Friends TV series include more than 5 par-
ticipants so there are multiple audio sources, not only
the speaker’s voice, when detecting the acoustic sig-
nal of the target speaker. Therefore, the denoising pro-
cess should be adopted to extract clean acoustic
features, which is left for future work.

EFFECT OF THE BALANCING
WEIGHT

In order to determine an optimal balance between
knowledge and contextual semantics in our ConSK-
GCN learning, we verify the influence of wk based on
single (Text) and multimodal (Text+Audio) on the
IEMOCAP and MELD databases. We can conclude
from Figure 4 that leveraging knowledge-aware and
semantic-aware contextual construction together con-
tributes significantly to emotion recognition in conver-
sations, as the F1-score when leveraging knowledge
and semantics together (wk ranges from 0.1 to 0.9)
increased more than only one or the other (wk equal to
0 or 1). However, the effect of various values of wk (0.1
to 0.9) on emotion detection is not conspicuous, as

they give similar results when the difference does not
exceed 1%. Therefore, we choose a relatively optimal
value of wk to be 0.3 and 0.6 for the IEMOCAP and
MELD databases, respectively, to balance the effect of
knowledge and contextual semantics.

CASE STUDY
To verify the effectiveness of external knowledge and
context modeling for emotion recognition, we visual-
ize several typical samples, as shown in Figure 3.

Case 1 demonstrates the efficiency of both context
modeling and commonsense knowledge alone for emo-
tion detection in a conversation. Cases 2 and 3 illustrate
the superiority of commonsense knowledge. In detail,
compared to “ConS-GCN,” which only considers the
contextual semantics, our proposed “ConK-GCN” and
“ConSK-GCN” that take advantage of external knowl-
edge, can effectively capture implicit emotional charac-
teristics. Case 4 shows that sometimes the emotional
polarity of knowledge concepts are rather misleading in
neutral expressions but incorporating them with con-
text can alleviate this phenomenon.

CONCLUSION
In this work, we proposed a new conversational seman-
tic- and knowledge-guided graph convolutional network
(ConSK-GCN) for multimodal emotion recognition. In
our approach, we teach context-aware and knowledge-
aware graphs jointly using a GCN based on multimodal
representations to help in capturing the true emotion
and intention of the interlocutors in a conversation.
Comparative experiments on the IEMOCAP and MELD
databases show that our approach significantly outper-
forms the SOTA, illustrating the complementary effect
of context modeling and commonsense knowledge of

TABLE 3. Comparative experiments of different methods for unimodality (text) and multimodality (text+audio) emotion

recognition. F1-Score (%) is used as the evaluation metric. acc.=accuracy, w= weighted average.
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the conversational emotion recognition. In addition, we
plan to further explore the emotion cue of interlocutors
and multimodal fusion strategies for more accurate
emotion recognition in conversation.

REFERENCES
1. S. Poria, E. Cambria, D. Hazarika, N. Majumder, A.

Zadeh, and L.-P. Morency, “Context-dependent

sentiment analysis in user-generated videos,” in Proc.

55th Annu. Meeting Assoc. Comput. Linguistics, 2017,

pp. 873–883, doi: 10.18653/v1/P17-1081.

2. N. Majumder et al., “Dialoguernn: An attentive RNN for

emotion detection in conversations,” in Proc. AAAI

Conf. Artif. Intell., 2019, vol. 33, pp. 6818–6825,

doi: 10.1609/aaai.v33i01.33016818.

3. D. Ghosal, N. Majumder, S. Poria, and A. Gelbukh.,

“DialogueGCN: A graph convolutional neural network

for emotion recognition in conversation,” in Proc. Conf.

Empirical Methods Natural Lang. Process. 9th Int.

Joint Conf. Natural Lang. Process., 2019, pp. 154–164,

doi: 10.18653/v1/D19-1015.

4. C. Busso et al., “IEMOCAP: Interactive emotional

dyadic motion capture database,” Lang. Resour. Eval.,

vol. 42, no. 4, pp. 335–359, 2008, doi: 10.1007/s10579-

008-9076-6.

5. Y. Fu et al., “Consk-GCN: Conversational semantic-and

knowledge-oriented graph convolutional network for

multimodal emotion recognition,” in Proc. Int. Conf.

Multimedia Expo., 2021, pp. 1–6, doi: 10.1109/

ICME51207.2021.9428438.

6. P. Tzirakis, G. Trigeorgis, M. A. Nicolaou, B. W. Schuller,

and S. Zafeiriou, “End-to-end multimodal emotion

recognition using deep neural networks,” IEEE J. Sel.

Topics Signal Process., vol. 11, no. 8, pp. 1301–1309,

Dec. 2017, doi: 10.1109/JSTSP.2017.2764438.

7. N. Li, B. Liu, Z. Han, Y.-S. Liu, and J. Fu, “Emotion

reinforced visual storytelling,” in Proc. Int. Conf.

Multimedia Retrieval, 2019, pp. 297–305, doi: 10.1145/

3323873.3325050.

8. T. Mittal, P. Guhan, U. Bhattacharya, R. Chandra, A.

Bera, and D. Manocha, “Emoticon: Context-aware

multimodal emotion recognition using frege’s

principle,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern

Recognit., 2020, pp. 14234–14243, doi: 10.1109/

CVPR42600.2020.01424.

9. M. Schlichtkrull et al., “Modeling relational data with

graph convolutional networks,” in Proc. Eur. Semantic

Web Conf., 2018, pp. 593–607, doi: 10.1007/978-3-319-

93417-4_38.

10. S. Tripathi, S. Tripathi, and H. Beigi, “Multi-modal

emotion recognition on IEMOCAP dataset using deep

learning,” 2018, arXiv:1804.05788.

11. Y. Kim, “Convolutional neural networks for sentence

classification,” in Proc. Conf. Empirical Methods

Natural Lang. Process., 2014, pp. 1746–1751.

12. T. Young, E. Cambria, I. Chaturvedi, H. Zhou, S. Biswas,

and M. Huang, “Augmenting end-to-end dialogue

systems with commonsense knowledge,” Proc. AAAI

Conf. Artif. Intell., vol. 32, no. 1, pp. 4970–4977, 2018.

13. P. Zhong, D.Wang, andC.Miao, “Knowledge-enriched

transformer for emotion detection in textual

conversations,” in Proc. Conf. Empirical Methods

Natural Lang. Process. 9th Int. Joint Conf. Natural Lang.

Process., 2019, pp. 165–176, doi: 10.18653/v1/D19-1016.

14. R. Speer, J. Chin, and C. Havasi, “ConceptNet 5.5: An

open multilingual graph of general knowledge,” in

Proc. AAAI Conf. Artif. Intell., 2017, pp. 4444–4451.

15. S.Mohammad, “Obtaining reliable human ratings of

valence, arousal, and dominance for 20,000 english

words,” in Proc. 56th Annu. Meeting Assoc. Comput.

Linguistics, 2018, pp. 174–184, doi: 10.18653/v1/P18-1017.

16. P. Bojanowski, E. Grave, A. Joulin, and T. Mikolov,

“Enriching word vectors with subword information,”

Trans. Assoc. Comput. Linguistics, vol. 5, pp. 135–146,

2017, doi: 10.1162/tacl_a_00051.

17. S. Poria, D. Hazarika, N. Majumder, G. Naik, E. Cambria,

and R. Mihalcea, “Meld: A multimodal multi-party

dataset for emotion recognition in conversations,” in

Proc. 57th Annu. Meeting Assoc. Comput. Linguistics,

2019, pp. 527–536, doi: 10.18653/v1/P19-1050.

18. L. Guo, L. Wang, J. Dang, L. Zhang, and H. Guan, “A

feature fusion method based on extreme learning

machine for speech emotion recognition,” in Proc.

ICASSP IEEE Int. Conf. Acoust., Speech, Signal

Process., 2018, pp. 2666–2670, doi: 10.1109/

ICASSP.2018.8462219.

19. J. D. M.-W. C. Kenton and L. K. Toutanova, “Bert: Pre-

training of deep bidirectional transformers for

language understanding,” in Proc. NAACL-HLT, 2018,

pp. 4171–4186.

20. C. E. Osgood, “The nature and measurement of

meaning,” Psychol. Bull., vol. 49, no. 3, pp. 197–237,

1952, doi: 10.1037/h0055737.

YAHUI FU is currently working toward the Ph.D. degree with

the Department of Intelligence Science and Technology, Kyoto

University, Kyoto, 9231211, Japan, and also with Tianjin Key Lab-

oratory of Cognitive Computing and Application, College of

Intelligence and Computing, Tianjin University, Tianjin, 300072,

China. She received the M.S. degree from both Tianjin Univer-

sity, Tianjin, China, and the JapanAdvanced Institute of Science

and Technology, Ishikawa, Japan. Her research interests

include multimodal emotion recognition and spoken dialogue

systems. Contact her at fu.yahui.64p@st.kyoto-u.ac.jp.

July-September 2022 IEEEMultiMedia 99

GRAPH CONVOLUTIONAL NETWORK

Authorized licensed use limited to: Kyoto University. Downloaded on December 25,2023 at 09:05:35 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.18653/v1/P17-1081
http://dx.doi.org/10.1609/aaai.v33i01.33016818
http://dx.doi.org/10.18653/v1/D19-1015
http://dx.doi.org/10.1007/s10579-008-9076-6
http://dx.doi.org/10.1007/s10579-008-9076-6
http://dx.doi.org/10.1109/ICME51207.2021.9428438
http://dx.doi.org/10.1109/ICME51207.2021.9428438
http://dx.doi.org/10.1109/JSTSP.2017.2764438
http://dx.doi.org/10.1145/3323873.3325050
http://dx.doi.org/10.1145/3323873.3325050
http://dx.doi.org/10.1109/CVPR42600.2020.01424
http://dx.doi.org/10.1109/CVPR42600.2020.01424
http://dx.doi.org/10.1007/978-3-319-93417-4_38
http://dx.doi.org/10.1007/978-3-319-93417-4_38
http://dx.doi.org/10.18653/v1/D19-1016
http://dx.doi.org/10.18653/v1/P18-1017
http://dx.doi.org/10.1162/tacl_a_00051
http://dx.doi.org/10.18653/v1/P19-1050
http://dx.doi.org/10.1109/ICASSP.2018.8462219
http://dx.doi.org/10.1109/ICASSP.2018.8462219
http://dx.doi.org/10.1037/h0055737


SHOGO OKADA is an associate professor with the School of

Information Science, Japan Advanced Institute of Science

and Technology, Ishikawa, 9231211, Japan. He received the

Ph.D. degree from the Tokyo Institute of Technology. His

research interests include multimodal interaction modeling,

human dynamics analysis based on machine learning, pattern

recognition, and data mining techniques. Contact him at

okada-s@jaist.ac.jp.

LONGBIAO WANG is a professor with the College of Intelli-

gence and Computing, Tianjin University, Tianjin, 300072,

China. He received the Ph.D. degree from the Toyohashi Uni-

versity of Technology, Toyohashi, Japan. His research inter-

ests include robust speech recognition, speaker recognition,

and acoustic signal processing. He is a member of the IEEE.

Contact him at longbiao_wang@tju.edu.cn.

LILI GUO is a lecturer with the School of Computer Science

and Technology, China University of Mining and Technology,

Xuzhou, 221008, China. She received the Ph.D. degree from

Tianjin University, Tianjin, China. Her research interests are in

the fields of emotion recognition, deep learning, and acoustic

signal processing. Contact her at liliguo@cumt.edu.cn.

YAODONG SONG is currently working toward the M.S. degree

with the College of Intelligence and Computing, Tianjin Univer-

sity, Tianjin, 300072, China. He received the B.S. degree from

the North China Institute of Aerospace Engineering, Langfang,

China. His research interests include emotion recognition and

deep learning. Contact him at songyaodong@tju.edu.cn.

JIAXING LIU is currently working toward the Ph.D. degree with

the College of Intelligence and Computing, Tianjin University,

Tianjin, 300072, China. He received the M.S. degree from the

Tianjin University of Technology, Tianjin, China. His research

interests include speech emotion recognition and multimodal

emotion recognition. Contact him at jiaxingliu@tju.edu.cn.

JIANWU DANG is a professor with the School of Information

Science, Japan Advanced Institute of Science and Technol-

ogy, Ishikawa, 9231211, Japan, and also with the Tianjin Key

Laboratory of Cognitive Computing and Application, College

of Intelligence and Computing, Tianjin University, Tianjin,

300072, China. He received the Ph.D. degree from Shizuoka

University, Japan. His research interests include speech pro-

duction, speech recognition, and spoken language under-

standing. Contact him at jdang@jaist.ac.jp.

100 IEEE MultiMedia July-September 2022

GRAPH CONVOLUTIONAL NETWORK

Authorized licensed use limited to: Kyoto University. Downloaded on December 25,2023 at 09:05:35 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


